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Incorporating field wind data into FIRETEC
simulations of the International Crown Fire
Modeling Experiment (ICFME): preliminary lessons
learned

Rodman Linn, Kerry Anderson, Judith Winterkamp, Alyssa Brooks, Michael Wotton,
Jean-Luc Dupuy, Francois Pimont, and Carleton Edminster

Abstract: Field experiments are one way to develop or validate wildland fire-behavior models. It is important to consider
the implications of assumptions relating to the locality of measurements with respect to the fire, the temporal frequency of
the measured data, and the changes to local winds that might be caused by the experimental configuration. Twenty
FIRETEC simulations of International Crown Fire Modeling Experiment (ICFME) plot 1 and plot 6 fires were performed
using horizontally homogenized fuels. These simulations enable exploration of the sensitivity of model results to specific as-
pects of the interpretation and use of the locally measured wind data from this experiment. By shifting ignition times with
respect to dynamic measured tower wind data by up to 2 min, FIRETEC simulations are used to examine possible ramifica-
tions of treating the measured tower winds as if they were precisely the same as those present at the location of the fire, as
well as possible implications of temporal averaging of winds or undersampling. Model results suggest that careful considera-
tion should be paid to the relative time scales of the wind fluctuations, duration of the fires, and data collection rates when
using experimentally derived winds as inputs for fire models.

Résumé : L’expérimentation sur le terrain est une fagon de développer ou de valider les modeles de comportement des feux
de forét. Il est important de tenir compte des répercussions des hypotheses reliées a I’endroit ol les mesures sont prises au
sujet du feu, a la fréquence temporelle des données qui sont mesurées et aux perturbations des vents locaux qui pourraient
étre dues au dispositif expérimental. Vingt simulations FIRETEC des feux dans les parcelles 1 et 6 de I’Expérience interna-
tionale de modélisation des feux de cimes (EIMFC) ont été réalisées en utilisant des combustibles horizontalement homoge-
nes. Ces simulations ont permis d’explorer la sensibilité des résultats du modele a des aspects spécifiques de I’interprétation
et de I'utilisation des données de vent mesurées localement dans cette expérience. En décalant jusqu’a deux minutes les
temps d’allumage en ce qui a trait aux données de vent mesurées de facon dynamique dans une tour, les simulations FIRE-
TEC sont utilisées pour étudier les ramifications potentielles reliées au fait de traiter les vents mesurés dans une tour comme
s’ils étaient exactement les mémes que ceux qui sont présents a 1’endroit ou survient le feu, ainsi que les implications poten-
tielles de faire la moyenne des vents dans le temps ou de sous-échantillonner. Les résultats du modele indiquent qu’on de-
vrait accorder une attention particuliere aux échelles relatives de temps des fluctuations du vent, a la durée des feux et aux
taux de collecte des données lorsqu’on utilise des vents expérimentalement dérivés comme intrant pour la modélisation des
feux.

[Traduit par la Rédaction]

Introduction measurements were taken, many of which have been pub-

lished in various venues such as the Canadian Journal of For-
Between 1995 and 2001, the International Crown Fire est Research, Special Issue on the International Crown Fire

Modeling Experiment (ICFME) was carried out in the North- Modeling Experiment (Butler et al. 2004a, 2004b; Cohen
west Territories of Canada. A large number of experimental 2004; de Groot et al. 2004; Lynch et al. 2004; Payne et al.
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2004; Putnam and Butler 2004; Stocks et al. 2004a, 2004b;
Taylor et al. 2004), and also Alexander et al. (2004). These
measurements include wind speed and direction at various lo-
cations and time intervals, fuel characteristics within the 10
plots, and a variety of in situ measurements to gage fire be-
havior. One objective of a modeling experiment such as the
ICFME might be to collect data for the development or cali-
bration of empirical fire models. Another modeling-related
use of such an experiment might be to validate physically
based or theoretical models or to improve these models
through identification of shortcomings. Various modeling ex-
ercises have been performed for the fires at ICFME (Butler et
al. 2004b; Clark et al. 1999; Linn et al. 2005a). One of the
primary reasons for these modeling exercises has been model
validation. In a few cases, the simulations also suggest the
potential of using models for interpretation of experimental
data and offering insight into the events that lead to specific
aspects of fire behavior.

Whether models are being developed based on experimen-
tal data or simulations are being compared with experiments
for validation purposes, the data must be interpreted and
melded for use as model input parameters. Fire-behavior
models produce predictions of various characteristics of an
evolving fire based on a set of initial and boundary condi-
tions. No matter how simple or complex the model is, there
are either explicit or assumed conditions that establish the
state of the fire and its environment at some known time, as
well as the way its environment evolves with time. When a
model does not accept or require these types of information
explicitly, there are implicit assumptions being made con-
cerning the evolution of the environment surrounding the
fire. For instance, if a model does not require information
about the evolution of the ambient winds, then implicitly
they are assumed to be static or have some fixed pattern.

Various types of models accept data in different forms and
with different levels of detail. The amount of detail in the
output from these models is generally proportional to the
amount of detail accepted as input by the model. Much of
the fire-behavior modeling that has been performed for com-
parison with the ICFME fires involved empirically or physi-
cally based point-functional models (Butler et al. 2004b;
Cruz et al. 2003, 2004; Linn et al. 2005a), but some of the
postexperiment modeling utilized more computationally
intensive computational fluid dynamics (CFD) based fire-
behavior research models such as the National Institute of
Standards and Technology’s Wildland—Urban Fire Models
(WFDS) and FIRETEC (Clark et al. 1996; Linn et al.
2005a; Mell et al. 2007). There is no universal agreement
as to the level of detail that must be accounted for in fire-
behavior modeling, but this should not be surprising as the
applications of fire-behavior models vary from the develop-
ment of basic prescribed burning prescriptions, to risk as-
sessment, to daily fire growth forecasts, to development
and evaluation of fire mitigation strategies, to various re-
search applications such as studying fire behavior or devel-
oping simpler and (or) faster-running fire spread models.

The description of the fire environment as initial or boun-
dary conditions for a model can include a variety of traits,
subject to model requirements. In general, it will include ei-
ther assumed or explicitly stated characterizations of the top-
ography, plus fuel (vegetation) and atmospheric conditions in
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the vicinity of the fire. The fuel characteristics might include
fuel loads, moisture levels, vertical and horizontal distribu-
tions, surface area per unit volume, and fuel heat content.
The atmospheric characteristics might include wind speed,
direction, and shear profile. These characteristics of the flow
field can also be combined with any available information
regarding wind fluctuations to specify the required three-
dimensional (3-D) array of winds. When a model does not
require or accept a particular piece of information, there is
an implicit assumption about that condition or the model
simply neglects any possible impacts of that specific piece
of information.

As part of a Canadian Forest Service — Los Alamos Na-
tional Laboratory — USDA Forest Service collaborative effort
focused on exploring the capabilities and limitations of mod-
els such as FIRETEC, a series of FIRETEC simulations of
selected ICFME plots was initiated. At the onset of this col-
laboration, the purpose of these simulations was the identifi-
cation of any shortcomings of the model, as well as an
examination of the possible interactions between the fire, at-
mospheric flows, fuel structure, and geometrical configura-
tion of the experimental plots. As part of this study, wind
and vegetation measurements have been used to generate in-
put data for FIRETEC. At the time of the initial series of
FIRETEC simulations, it became apparent that it was essen-
tial to do a preliminary investigation regarding a set of issues
that must be considered to frame our interpretation of the
model results.

In the translation of measured wind data to the 3-D model-
input fields, assumptions and approximations must be made.
For example, the winds were collected at one location within
a cleared area among the set of burn plots. The following
questions arise immediately with respect to the use of these
data. How do the winds within the cleared areas relate to the
winds over or through the vegetated areas? How much spatial
and temporal variation is there between the winds at the loca-
tion where the data are collected and the winds at the site of
the fire? What is sufficient temporal resolution for wind
data? What are the impacts of the fuel breaks on the wind
field and subsequent fire behavior?

This paper is intended to provoke discussion and illustrate
some of the considerations that must be taken into account
when using measured wind data to drive, calibrate, or vali-
date fire models. This topic is vast, and this paper certainly
does not do an exhaustive inventory. However, the intent is
to raise awareness and spark discussion on the part of both
experimentalists and modelers. These discussions would
likely have relevance to the design of future experiments, as
well as to those involved in comparing fire models with ex-
periments or developing new fire models. This paper focuses
on the use of wind data by the models, but that is not in-
tended to minimize the importance of similar issues regard-
ing the representation of vegetation, which is, in fact, the
topic of separate investigations. Although the results of the
simulations in this paper agree well with the data, that is like-
wise not the focal point of this paper.

The following sections include a brief description of the
ICFME experiment, the basic capabilities of the FIRETEC
model, a method for melding ICFME tower wind data into
initial and boundary conditions for FIRETEC, the 20 simula-
tions that were performed for this manuscript, and then a
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mention of the relevance and interpretation of the results.
The main message and highlights are restated in the conclu-
sions in hopes of sparking discussion within the fire com-
munity.

ICFME overview

The International Crown Fire Modeling Experiment
(ICFME) was conducted between the years of 1995 and
2001. Planning for the experiment began in 1994 and in-
cluded over 100 people from 14 countries and 30 organiza-
tions such as the Canadian Forest Service, the US Forest
Service, the International Boreal Forest Research Association
(IBFRA) Fire working group, and Russia (Stocks et al.
2004a). The intent of the experiment was to help develop a
better understanding of, as well as a model for, crown fire
behavior utilizing modern instrumentation (Stocks et al.
2004a).

The burns were carried out in the Northwest Territories of
Canada near Fort Providence and the junction of the Great
Slave Lake and the Mackenzie River (Stocks et al. 2004a).
Of the 10 primary plots, eight (named plots 1-8) were ap-
proximately 150 m X 150 m. Plot 9 was approximately
100 m x 100 m, and plot A was roughly 75 m X 75 m
(Stocks et al. 2004b). Each plot was surrounded by a fuel
break approximately 50 m wide and was created by bulldoz-
ing and removing the fuel in the break area, leaving nearly
bare earth. Vegetation in the plots was primarily composed
of jack pine (Pinus banksiana Lamb.) overstory with an aver-
age height of approximately 12 m and black spruce (Picea
mariana (Mill.) B.S.P.) understory with an average height of
5.5 m (Alexander et al. 2004). Figure 1 illustrates the layout
of the various experimental plots with respect to one another
and with respect to the experimental site boundaries. This
horizontal arrangement of the plots has been presented in nu-
merous previous reports and publications (Alexander et al.
2004; Stocks et al. 2004a, 2004b). It is included here because
various aspects of the layout are very pertinent to later dis-
cussions. For the purposes of this paper, the positive x and y
directions, which are labeled on Fig. 1, are nominally toward
the east and north, respectively.

The plots were lit using a fire-line type ignition. A pressur-
ized flame thrower, also known as a “terra torch”, was
mounted on a truck and driven along the edge of the plot,
perpendicular to the wind (Stocks et al. 2004b). The igniter
was aimed at the ground and sprayed a stream of gelled gas-
oline along the ignition line that was approximately 1 m wide
(Taylor et al. 2004). The goal of this ignition method was to
try to get fire immediately into the crowns of the plot. Igni-
tion took approximately 60 s for the plots that measured
roughly 150 m per side (Stocks et al. 2004b).

Model description

FIRETEC

In this section, we first provide a brief overview of the
FIRETEC model. However, because FIRETEC performance
is not the focus of this paper and detailed descriptions of the
physical and chemical formulations of the FIRETEC model
have been published previously (Linn 1997; Linn et al.
2002, 2005h; Pimont et al. 2009), they are not presented
here. In the second subsection, particular attention is paid to
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the input of measured data to the model and related assump-
tions, implications, and limitations.

FIRETEC is a 3-D multiphase transport model, based on
the ensemble-averaged equations of motion for a compressi-
ble fluid, and includes simplified treatments or representa-
tions of the combustion and heat transfer occurring in
wildland fires. The model uses a multiphase approach to cap-
ture the mass, momentum, and energy exchange between the
gas and solid phases. Gas properties including various den-
sities, oxygen concentration, potential temperature, mean ve-
locity components, and turbulence quantities are transported
and evolved using a set of partial differential equations
(transport equations). These transport equations account for
processes including reaction rate, convective and radiative
heat transfer, vegetation drag, mean flow advection, and tur-
bulent diffusion. The evolution of the fuel moisture and
amount of solid fuel that is available for combustion, as well
as the heat energy associated with the solid fuel, are com-
puted based on a series of partial differential equations ac-
counting for such processes as evaporation of liquid water
and convective and radiative heat transfer to the solid. In this
finite volume representation, the fuel and atmospheric proper-
ties are resolved in a series of 3-D voxels or computational
cells that combine to fill the domain. For the current simula-
tions, various vegetations’ contributions to the fuel matrix are
combined to provide a single weighted average for the bulk
fuel quantities within each computational cell.

Various approximations and simplifications are built into
the FIRETEC formulation for quantities associated with the
heterogeneities of vegetation and gas properties within a re-
solved volume. These simplifications include the use of prob-
ability distribution functions to describe temperatures and
moisture contents within a resolved volume and transport
equations for unresolved turbulence. The reaction rate formu-
lation for the combustion process is based on a mixing-
limited assumption and depends on the relative densities of
the solid fuel and oxygen, the turbulent diffusion rate, the
stoichiometry of the fuel and oxygen, and a probability dis-
tribution function for the temperature within a resolved grid
volume (for conceptual details, see Linn (1997, pp. 77-79)).
The formulation focuses on fine fuels, ignoring solid con-
duction within the fine fuels and thus assuming that the
fuels are thermally thin.

In FIRETEC, the treatment of the turbulent Reynolds
stress and the turbulent diffusion coefficient is based on the
expectation that more than one important length scale will
exist. The turbulence is represented as the sum of three sepa-
rate turbulence spectra corresponding to two selected near-
grid or subgrid sized, fuel structure dependent length scales.
The evolution and transport of the Reynolds stress at each
scale is then represented in terms of the resolved velocity
strain rate and the turbulent kinetic energy associated with
each length scale. Linn (1997) contains a more complete de-
scription of this treatment of turbulence.

For the ICFME simulations, a Monte Carlo based radiation
transport scheme was used to simulate the exchange of pho-
tons between the gases, solids, and their environment. The
photon sources for this radiation scheme are developed based
on probability distribution functions for temperature in the
solid and gas phases and a multiphase representation of the
unresolved dispersed fine solid vegetation. It should be ac-
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Fig. 1. Diagram of the ICFME experimental plots, labeled 1-9 and A. Fuel break areas are shaded. The year in which each plot was burned is
indicated (letters indicating the sequence within each year), as is the location of the two meteorological towers. The dashed black lines show
the horizontal extent of the FIRETEC computational domain for plots 1 and 6. The arrows within the plots indicate the nominal direction of
the ambient wind at the time of each of the fires. The arrowhead placed along the side of each experimental plot shows the origin and direc-

tion of the ignition line for that plot.
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knowledged that the energy absorbed by the large woody
mass is heuristically approximated but not allowed to re-emit
because the temperatures of these large solids are not tracked.

The governing equations of the combined HIGRAD/
FIRETEC model are solved numerically via a conservative
forward-in-time technique based on a method of averages
(MOA) approach. In this approach, high-frequency waves
are treated explicitly in a computationally efficient manner
(Reisner et al. 2000). The lateral boundary conditions for
these ICFME simulations used a relaxation technique de-
signed to nudge velocities toward presumed ambient veloc-
ities at the boundaries. The top of the domain uses a
similar relaxation scheme, with the intent of reducing the
impact of the top boundary on rising plumes.

Assimilating data for initial and boundary conditions

In using FIRETEC to simulate aspects of the ICFME ex-
periment, it was important to remember that no current
model is capable of capturing all of the physics that occurs
as a part of a wildfire. Therefore, the hope was to capture
the gross trends of the observed fire behavior and illustrate a
possible set of process interactions and balances that lead to
these trends. Simulation of any observed fire requires the col-
lection of adequate fuels and wind data, which often proves
to be a significant challenge. Unfortunately, there is a limit
to the amount of data collected in any experiment, even
ICFME, and usually less is collected for actual wildfire sce-
narios. Lack of data, lack of data resolution, and (or) data in-
accuracy compounds the inherent limitations of physics-
based wildfire models such as FIRETEC. In fact, it can be
very difficult to differentiate model error from inadequate
representation of environmental conditions.

For the simulations included in the present work, the fuel
structure within a particular ICFME plot was treated as being
laterally homogeneous. The vertical stand structure for each

plot was developed based on information provided in
Alexander et al. (2004). Appendix 2 of their document pro-
vides the stem diameter-at-breast-height (DBHOB) and
height distributions (stems per hectare) of the tree canopy for
each of the ICFME plots. Their table 11 provides regression
coefficients to predict the crown fuel weight from the
DBHOB. Their table 15 provides coefficients to predict the
fraction of crown fuel weight from the fraction of tree height.
By stepping through the stem data within their appendix, a
vertical distribution of fuel load per plot was created. Final
fuel densities within each grid cell represent the total fuel
loads of needles and roundwood up to 1 cm in diameter, live
and dead, for both species. Moisture contents of the fuels
were set to values described in Stocks et al. (2004b) and
weighted by the fuel load of each component.

In this investigation, we were interested in studying the
implications of using observational wind data to drive wild-
fire simulations. For this purpose, we wanted initially to
work with fires that had relatively simple burn patterns and
limited fuel heterogeneity to facilitate the identification of
the impacts of the wind data. For this reason, as well as the
computational cost of doing numerous simulations for each
ICEME plot, we chose to focus our attention on plots 1 and
6 in this study. These two particular plots both had relatively
continuous spread across the plot, whereas many of the other
plots had significant periods of decelerated spread rates or
heterogeneities in the fuel. These plots were both 150 m X
150 m, whereas some of the other plots were smaller. In ad-
dition, these two plots had two different frequencies of wind
data, thus providing a chance to consider the implications of
the data-recording strategies.

For the simulations described in this text, the computa-
tional domain is 400 m X 400 m horizontally, with a uniform
horizontal grid spacing of 2 m. The dashed black lines in
Fig. 1 indicate the horizontal extent of the FIRETEC compu-
tational domains for plots 1 and 6. The vertical grid spacing
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Fig. 2. Fuel distributions for (a) plot 1 and (b) plot 6. Each horizontal bar or vertical step indicates the vertical position and dimension of a

horizontal layer of computational cells.
(a) 20
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0 0.05 0.1 0.15 0.2 0.258 0.3
Fuel density (kg-m")

is nonuniform, with a value near the ground of approximately
1.5 m increasing to about 30 m at the top of the domain at
z = 615 m. Figure 2 illustrates the vertical profiles for the
vegetation used in the simulations of plots 1 and 6 of the
ICFME. The black lines in these plots represent the total
fine fuel density as a function of height. In addition to indi-
cating the fuel density for a column of computational cells
for plots 1 and 6, each horizontal bar or vertical step in
Fig. 2 indicates the vertical position and dimension of a hori-
zontal layer of computational cells. In other words, the bot-
tom of the step is the bottom of the computational layer, and
the top of the step is the top of the computational layer.
These black lines compare well with the plots provided in
Stocks et al. (2004b), with the realization that the vertical res-
olution is tighter (I m) in these previously published dia-
grams. It is worth noting that the composite vertical fuel
profiles for plots 6 and 7 were transposed in the original
documents (fig. 12 in Alexander et al. (2004); fig. 3 in
Stocks et al. (2004b)). This has been confirmed with the
original authors. The vertical distribution of fuel presented in
Fig. 2, along with information concerning the horizontal con-
figuration of the ICFME site and experimental plot arrange-
ments, were used to generate 3-D fuel beds for plots 1 and 6.

Figure 3a is a photograph of an oblique overview looking
north from outside the ICFME boundary, with plot 9 in the
foreground and plots A, 4, 3, 2, and 1 in the background.
Figure 30 is a photograph of an overhead oblique view of
the northwestern corner of plot 1 as the fire approached the
northern side of the plot. The photograph is included to pro-
vide the reader with a sense of the scale of the vegetation
with respect to the cleared fuel breaks, which are approxi-
mately 50 m wide. It also suggests the potential impacts of
the vegetation heterogeneity on not only fire behavior (in-
cluding the intended purpose of the fuel breaks), but also the
wind patterns in the immediate vicinity of the plots and in
the fuel breaks. Figures 1 and 3 not only illustrate the com-

(b) 20

Height (m)

0 0.05 0.1 0.15 0.2 0.25 0.3
Fuel density (kg-m™)

plexity of the ICFME site, but also show the vast amount of
preparation work that must be performed to conduct such an
experiment.

The ICFME experimental fires were intended to capture
crown fire behavior and so were conducted on days of ex-
treme fire weather. At 61.6°N latitude, the site would experi-
ence 19-21 h of sunlight in midsummer, providing
significant daytime heating. The average dry-bulb tempera-
ture at ignition time for the 10 burns (plots 1-9 and A) was
25 °C, and the average humidity was 35% (Stocks et al.
2004b). Sky conditions were often clear, with high mixing
layers (~3000 m on the burning days for plots 1 and 6 based
on OOUTC sounding from YSM Fort Smith). Atmospheric
stability was considered nearly neutral near the ground and
was assumed to be neutral for the height simulated (615 m).
This is consistent with the height of the mixing layer, which
was approximately 3000 m on both days used in this study
(based on the Fort Smith soundings).

Wind measurements were collected at 2, 5, and 10 m on a
control tower located in an open area among the plots to be
burned that year. The towers collected wind speed and the
direction of the horizontal projection of the wind at regular
intervals. In 1997, when plot 6 was burned, wind data were
sampled every 5 s from tower 2 and then were averaged to
1-min values. For plot 6, only the 1-min averaged data were
recorded. In 2000, when plot 1 was burned, wind data were
collected once every 5 s from tower 1, and each of these
measurements was recorded (Taylor et al. 2004). The location
of these towers is shown in Fig. 1. In 1997, it was possible to
collect data at higher frequencies; however, at the time, it was
thought that 0.0167 Hz (60 s) was more than adequate for
these data.

For the ICFME simulations, HIGRAD/FIRETEC uses a
time step of 0.02 s. Boundary conditions must be supplied at
this frequency, and so a simple smooth fifth-order polyno-
mial curve-fit interpolation scheme was used to estimate the
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Fig. 3. (a) Overhead oblique view of plot 9 in the foreground and plots A, 4, 3, 2, and 1 in the background prior to the experiment; and (b)
photograph of plot 1 as it was burned. Both photographs are courtesy of Natural Resources Canada 2005 ICFME website, with permission

from Michael Wotton.

Fig. 4. Interpolated u and v wind velocity components for (a) plot 1, where data were collected every 5 s, and (b) plot 6, where 1-min average
data were collected. Interpolation was performed using a fifth-order polynomial.

u velocity (west to east)

v velocity (south to

(a) ----- u velocity for P1Tavg1min (west to east)
for P1Tavgimin (south to north)

— — = u velocity for P1Tavg (west to east)

= = =y velocity for P1Tavg (south to north)

-

Velocity (m-s'1)

-2

120 240 360 480 600 720
Time (s)

-4 -
-240 -120 0

evolution of the velocity components between the recorded
wind data points. The collected data can easily be trans-
formed into the u- and v-velocity components, which are par-
allel to the x (or east) and y (or north) directions,
respectively. Figures 4a and 4b illustrate time series plots for
u and v for 16 min around the time of the burns of plots 1
and 6. The actual burns start at the time designated as O s in
Figs. 4a and 4b. In Fig. 4, the labeled arrows indicate the
window of time when the experimental fires were being car-
ried out. It is clear from the curves in Fig. 4 that the winds
were neither constant magnitude nor constant direction when
examined at these temporal resolutions. The question arises:
Does the frequency of the fluctuations or wind sampling mat-
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ter? Another observation concerning these wind fields is that
there is not an obvious externally driven shift in the u-velocity
component (the crossstream component, which is pointed
towards the experimental plots) during the time of the ex-
periment. The lack of a predominant shift in the winds
blowing towards the experimental plots during the fires
makes it difficult to determine if the fires were affecting
the local winds measured at the towers or not.

The wind measurements at the locations of these two tow-
ers contained the most comprehensive description of the
evolving wind patterns at the ICFME site at the time of the
fires. However, the nature of the resulting data requires ex-
trapolations and assumptions in its interpretation to be used
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to specify the ambient winds in a CFD model such as
HIGRAD/FIRETEC. CFD models require explicit specifica-
tion of these data through initial and boundary conditions.
The initial conditions for a CFD model are usually specified
as a wind velocity vector at every resolved location or in
every computational cell within the computational domain.
In this case, the domain is a 3-D grid that extends over parts
of multiple experimental plots, fuel breaks, and well above
the height of the wind control towers.

To specify the initial and boundary conditions for the
FIRETEC simulations of the ICFME burns, assumptions
were made about how to use the wind data from a tower
that was located in a fuel break to suggest the wind condi-
tions elsewhere in the computational domain. There are sev-
eral factors that complicate the use of the tower data for
prescribing initial and boundary conditions. One of the com-
plications is that the towers were in clearings ~100 m from
upwind forests, and the data collected from these towers at
2,5, and 10 m were below the mean height of the surround-
ing forests (around 12 m). In such an arrangement, the winds
at the towers are still affected by the upwind forest, yet they
will not have the same profile as exists in or over the forest.
Frequently used expressions for estimating vertical profiles
such as the logarithmic and power law functions are ideally
suited for homogeneous conditions in which the boundary
layer has had a chance to adjust to its surroundings and the
measured velocities are representative of large areas. Under
many wind conditions, this is not the case for these tower
measurements due to the spatially heterogeneous arrange-
ments and drastic vegetation discontinuities of the experi-
mental plots and clearing surrounding the towers. For the
initial conditions in the clearings, we chose to use a power
law wind profile with an exponent of 1/7 (Plate 1971) to ex-
trapolate up from the 10 m measurement. This method was
chosen because it has only one degree of freedom. It was dif-
ficult to justify the second degree of freedom that exists in
the standard log profile in light of the complex situation at
the tower likely causing a deviation from any standard ex-
trapolation and the lack of a clearly appropriate second data
point or surface roughness suitable for the canopy and clear-
ing. The power law method of estimating wind profiles is
commonly used in the wind-energy industry in situations
where the surface roughness is not well characterized (Peter-
son and Hennessey 1978). The horizontal direction of the
flow throughout the vertical column was taken to match the
10 m height winds as we did not have evolving information
about the directional shear of the winds during the fires.

Another necessary approximation concerns the relationship
between the horizontal winds at the tower location and the
winds within and above the vegetated experimental plots and
site boundaries. For the initial and boundary conditions in
clear-cut areas, the vertical profile was defined by the power
law as described above. However, in regions where there are
trees, the vertical profile would be different. To estimate the
initial and boundary conditions in the canopy and to compen-
sate for the fact that the winds inside the canopy would be
lower than the winds at the same height in the clearing, we
applied a simple linear function that scaled down the local
wind speed based on the density of the canopy. This assump-
tion causes the horizontal winds within the vegetated plots to
be slower for locations with larger bulk densities. These sim-
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ple assumptions were used due to a lack of explicit guidance
about the vertical profiles of the wind in this complex exper-
imental site. Equations 1 and 2 show this linear reduction
function applied to the power law for the horizontal velocity
components in the canopy:

1 =) (1 552)s

2 @ =veiom() <1 _ Pf) 5

Lo

where z is the height above the ground (in metres) and u,_ g,
and v,_jo, are the measured 10 m tower velocity components
from the west and south (plot 1) or west and north (plot 6),
respectively. py._io is the density (kg-m—) of the fuel at
10 m; pg is a constant density of 0.15 kg-m=3; and the con-
stant B equals 0.78 for areas with vegetation that has not
been burned previously and 0.45 for plots that have been
burned previously (derived from table 3 in Taylor et al.
(2004)).

To avoid having an abrupt step in the vertical velocity pro-
files between the winds in the canopy and the power law
wind profile above the canopy, an exponential decay function
was applied to the vegetation function such that the effects of
the canopy would not stop immediately at the top of the can-
opy, but would instead taper with height. Equations 3 and 4
illustrate the application of these exponential decay functions
for blending the vegetation winds with standard power law
winds.

The results of these assumptions are combined in eqs. 3
and 4 below:

Z\ 17 PF,z=10 , —max(0.z—12)/8
3 =l (_) 1 — =2 e (012
Bl u(z) = u—iom( ( Po pe

2\ D210 , — (max(0.5—
4 v = e (1) (11 o)

It can be seen from eqs. 3 and 4 that the “max” function
causes the exponential function to have a nonunity value
only above the canopy. The linear vegetation impact function
has an effect only in vegetated regions (within and above the
canopy). The winds over the vegetated plots and over the
clearings approach one another quickly with height. These
equations are used to specify the initial vertical profile of
winds at every x,y location within the domain, thus filling
the domain with estimates of the horizontal winds for initial
conditions. Once the simulations start, these profiles adjust to
become in balance with the drag of the vegetation and the
heterogeneity of the site. To allow the initial conditions to
evolve to a more realistic state, the simulations were run for
30 s before the fires were ignited.

Equations 3 and 4 provide the vertical profile of the evolv-
ing winds at the inlet boundaries as well. The details of the
inlet velocity profiles in the vegetation are quickly modified
by the vegetation drag inside the domain. Thus, the main im-
pact of these profiles is to establish the direction and magni-
tude of the wind near the top of the vegetation at the
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boundaries. After a simulation is started, the specified verti-
cal wind profile’s only influence is at the edges of the do-
main because the coupled fire—atmosphere CFD model
determines all of the interior velocities.

It is also assumed that the direction of the initial non-fire-
influenced winds, as well as those evolving conditions at the
boundaries, are in the same direction as those of the meas-
ured tower wind data everywhere in the domain. This as-
sumption is based on the fact that there is not sufficient
information to suggest, much less specify, the spatial hetero-
geneity patterns of even the ambient wind fields, much less
those influenced by the geometry of the experimental site. It
was assumed that the ambient winds evolved simultaneously
around the outside of the 400 m X 400 m computational do-
mains. There is some error in this assumption because the
flow structures are propagating at some finite speed; how-
ever, the spatial scale of the flow structures and the speed at
which they are propagating are not known.

Close consideration of this method of specifying initial and
boundary conditions reveals that there are sharp horizontal
gradients in the velocity fields, even above the vegetation
heights, because the vegetation densities are discontinuous at
the sides of the plots. Examination of simulation results sug-
gests that these sharp gradients heal themselves quickly with
time in the case of the initial conditions and within a few
computational cells in the case of the boundary conditions.
Due to the lack of data, there are no vertical velocities speci-
fied in the initial or boundary conditions, which also forces
some quick adjustments by the CFD model to assure conser-
vation of mass and momentum at the edges of the plots.

A simple test was performed to examine the consistency of
the boundary and initial conditions with the measured data.
For this test, a wind simulation was performed in which the
boundary and initial conditions were specified using the
methods described, and the winds within the fuel breaks
were compared with the measured tower velocity profiles. In
this test, the simulated velocity profiles in the breaks were
similar to those of the winds measured at the tower at 2, 5,
and 10 m heights. This test suggests that although the verti-
cal profiles are not likely to be exactly what was present on
site at the time of the burns, these conditions are not incom-
patible with the tower measurements.

One of the drawbacks of taking data at one isolated tower
is that it is very hard to interpret the temporal fluctuations in
the wind measurements in terms of spatial heterogeneity in
the winds that are advecting past the towers. In other words,
with the information available, it is impossible to differentiate
small spatial flow structures moving slowly past the tower
from large flow structures moving more quickly past the
tower.

In each of the simulations performed for this study, the
simulation start time was chosen 30 s prior to the desired
ignition time to allow the winds to equilibrate across the do-
main and begin to evolve in response to the dynamic boun-
dary conditions, which were set according to the measured
wind data for these preignition times. At the desired time of
the ignition, a dynamic heat source was applied to the fuel.
This heat source was intended to capture some of the attrib-
utes of the dynamic ignition that occurred in the experiments
as a truck with an igniter drove from one corner of a plot to
another corner, establishing a strong ignition source. In the
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simulations, the ignition location covered the 150 m distance
from one corner of the plot to another in 1 min, which is the
estimated rate at which the ignition line was drawn in the ex-
periments.

In light of the fact that actual tower measurements are
being used to drive the evolution of the ambient winds in
the simulation, the natural tendency is to synchronize the
wind time series with the reported ignition time in the experi-
ments. In other words, the wind forces at the boundaries of
the simulation domain at the time of ignition in the simula-
tion would be those seen at the tower at that same time.
However, under closer inspection, this assumption is suspect
and could lead to the ignition being out of sync with winds
that were likely to exist at the ignition location at the time of
the ignition. Unfortunately, because the towers are separated
by approximately 600 m crosswind and 150 m downwind
from the center of the ignition line for plot 1 and 200 m and
50 m from the center of ignition for plot 6 and there is a fi-
nite propagation speed and finite size of the atmospheric
flow structures, the fluctuations felt at the tower are not ex-
actly the same as those felt at the ignition line simultane-
ously. For this study, the assumption is made that the
character or nature of the fluctuations at the tower is repre-
sentative of those at the burn plot; however, it is acknowl-
edged that the phase and details could be different.

Simulations

For the purpose of this study, simulations of the plot 1 and
plot 6 fires were performed using the methods and assump-
tions discussed above. For all of the simulations described in
this study for plot 1, the same homogeneous fuels were
specified within the plot, and similarly for the simulations of
the plot 6 fire. For each of the plots, a simulation was per-
formed using both the u and v components of the dynamic
wind field in sync with the ignition of the fire. Because we
are using both horizontal components and allowing them to
vary with time, the winds are effectively rotating with time
and are not held fixed perpendicular to the ignition line.
These simulations, referred to as BASE1 and BASES6, are
used as reference simulations in the explorations that follow
and are shown in Fig. 5. In addition to these base-case simu-
lations, additional simulations were performed for each plot
to investigate the implications of the approach, interpreta-
tions, simplifications, and assumptions for using the meteoro-
logical tower data to drive the fire simulations as described
above. These simulations are summarized in Table 1. The re-
sults of these simulations suggest an interesting set of consid-
erations for both modelers and experimentalists.

P1Base and P6Base are the most obvious simulations to
perform based on the available data and documented time of
ignition. However, the scale of the experimental plots, fre-
quency of the variations in the wind data, and location of
the towers with respect to the experimental plots suggests a
need to explore the implications of phase mismatches be-
tween winds at tower locations and the burn plots. In other
words, because the fluctuations that strike the tower at the
time of the burn are not exactly the same as those that pass
over the experimental plot during the fire, it is important to
understand how significant these differences might be. A
first-order assumption can be made that the general character
of the wind fluctuations at the burn plots is similar to that at
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Fig. 5. (a) P1Base simulation at 300 s after ignition, and (b) P6Base simulation at 240 s after ignition. Both images are viewed from the
southwestern corner of the computational grid. Green isosurfaces indicate locations where fuel densities including moisture are greater than
0.15 kg:-m3. Orange, red, and grey isosurfaces indicate locations of hot gas emissions.

(a)

Time=300s

(b)

Time =240 s

the tower, and thus possible wind sequences at the location
of the fire can be obtained by shifting the phase of the igni-
tion with respect to the winds. By initiating the simulated
ignitions 120 s or 60 s early or 60 s or 120s late, it is possi-
ble to explore potential implications of the specific phase of
the wind fluctuations on the experimental fire behavior. For
this reason, P1Early2, P1Earlyl, P1Delayl, and P1Delay2,
as well as P6Early2, P6Earlyl, P6Delayl, and P6Delay?2,
were performed. Another way of examining the implications
of using wind data from some distance away from the plot
would be to use data from the other tower to derive the
boundary conditions, but unfortunately those data are not
available.

In 1997, when plot 6 was burned, wind data were collected
once every 60 s. In 2000, when plot 1 was burned, wind data
were collected once every 5 s. Thus, a second question that
naturally arises concerns the impact of using high temporal
resolution data to drive simulations and whether it is appro-
priate to average over 1-min intervals or even over the length
of the burn. To address these questions, the P1Tavglmin,
P1TavglminDelay2, P1Tavg, and P6Tavg simulations were
performed, where the “T” in these names indicates time.
P1Tavglmin is a simulation in which the 5 s data collected
at tower 1 during the burning of plot 1 is averaged over 1-
min intervals, which is similar to what was done with the
wind data in 1997. PlTavglminDelay2 is averaged as for
P1Tavglmin, but with the simulated ignition initiated 120 s
late. P1Tavg and P6Tavg are simulations in which the wind

data are averaged over 6 min, which is nominally the length
of time for the plot 1 and plot 6 burns.

Models such as FIRETEC can be used to investigate the
potential coupled fire—atmosphere—vegetation impacts of arti-
facts such as the fuel breaks in the experimental design. In
the P1Nobreaks and P6Nobreaks simulations, the fuel bed of
the specified plot covers the entire 400 m X 400 m domain,
so that the fuel breaks are computationally removed. Simi-
larly, the fuel bed is expanded to cover the entire domain for
P1NobreaksEarlyl, P1NobreaksDelayl, P6NobreaksEarlyl,
and P6NobreaksDelayl, but the simulated ignitions were
started 60 s early or 60 s late as described above.

Results

The two most obvious ways to compare the results of the
simulations described above are in terms of spread rates and
burn patterns. For plot 1, the fire was ignited along the
southern edge of the plot, with the igniter traveling from east
to west. The maximum propagation distance was measured
from the ignition line to the farthest northern location (far-
thest point forward in the y direction) where the solid temper-
ature in the first level of computational cells above the
ground was over 500 K. The spread rates reported in Stocks
et al. (2004b) are also for ground fire propagation. The fire
was ignited from east to west along the northern edge of
plot 6, and the propagation distance in simulations is meas-
ured to the farthest southern point where solid temperatures
were above 500 K.
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Table 1. Summary of FIRETEC simulations in terms of relevant plot, wind data resolution and tower used for wind data acquisition,
and time of ignition relative to the documented ignition time in the wind series, fign(rel), Where figngrel) = fign(sim) — fign(doc)-

Wind data resolution

Relative ignition

Simulation Plot (tower number (1 or 2)) time (min) Specifics

P1Base 1 Ss(D) 0 Ignition and wind series times are synchronized
P1Early2 1 5s (1) -2

P1Early1 1 5s (1) -1

P1Delayl 1 5s(1) +1

P1Delay2 1 5s (1) +2

P1Tavglmin 1 60 s (1) 0 5 s data averaged over 60 s periods

P1Tavg 1 5s (1) 0 5 s data averaged over 6 min
P1TavglminDelay2 1 60 s (1) +2 5 s data averaged over 60 s periods
P1NobreaksEarly1 1 S5s (1) -1 Entire FIRETEC domain filled with plot 1 fuels
P1Nobreaks 1 5s (1) 0 Entire FIRETEC domain filled with plot 1 fuels
P1NobreaksDelay1 1 5s(1) +1 Entire FIRETEC domain filled with plot 1 fuels
P6Base 6 60 s (2) 0 Ignition and wind series times are synchronized
P6Early2 6 60 s (2) -2

P6Early1 6 60 s (2) -1

P6Delay1 6 60 s (2) +1

P6Delay?2 6 60 s (2) +2

P6Tavg 60 s (2) 0 60 s data averaged over 6 min
P6NobreaksEarly 1 6 60 s (2) -1 Entire FIRETEC domain filled with plot 6 fuels
P6Nobreaks 6 60 s (2) 0 Entire FIRETEC domain filled with plot 6 fuels
P6NobreaksDelay 1 6 60 s (2) +1 Entire FIRETEC domain filled with plot 6 fuels

Table 2. Average wind speeds are calculated over the duration of
time that it takes for the fire to reach the far side of the burn
plots.

Average wind Average spread

Simulation speed (m-s~!) rate (m-s™)
P1Base 2.8650 0.587
P1Early2 3.1522 0.648
P1Earlyl 3.0372 0.532
P1Delay1 29159 0.344
P1Delay2 3.0199 0.311
P1Tavglmin 2.8337 0.632
P1Tavg 2.9552 0.636
P1TavglminDelay2 2.9943 0.425
P1NobreaksEarly1 2.9736 0.566
P1Nobreaks 2.8518 0.576
P1NobreaksDelay 1 29139 0.480
P6Base 4.3516 0.768
P6Early2 3.8977 0.666
P6Early1 4.0690 0.681
P6Delay1 4.1396 0.727
P6Delay2 3.9453 0.626
P6Tavg 4.0927 0.703
P6NobreaksEarly 1 3.9268 0.625
P6Nobreaks 4.0094 0.607
P6NobreaksDelay 1 3.7203 0.586

Note: Average spread rates are calculated over this same time period.

Linear curve fits to the propagation curves are used to de-
termine the average spread rate for the fires in each simula-
tion. Table 2 provides a summary of the average wind speed
for the duration of each burn and the spread rate for the 20
simulations. Although the documented average spread rates
for plots 1 and 6 from the experiments were 0.588 m-s~! and

0.600 m-s~!1, respectively (Stocks et al. 2004b), which agrees
well with the simulation results, the topic of most interest in
this current work is the relative magnitudes of the simulated
spread rates compared with each other. By comparing the
spread rates of P1Base, P1Early2, P1Earlyl, P1Delayl, and
P1Delay2, we see that the specific ignition time with respect
to the phase of the fluctuating wind patterns does affect the
net spread rate. Modifying the syncronization of the wind
and fire ignition by 1 or 2 min early or late had 10%, -9%,
~41%, and —47% effect on the spread rate under wind condi-
tions that were not significantly globally increasing or de-
creasing over long periods of time (percentages for
P1Early2, P1Earlyl, P1Delayl, and P1Delay2, where positive
percentages indicate increases in spread rate over the base
case).

Average wind speeds for the duration of each simulated
burn period are provided in Table 2, and each fire’s average
spread rate is plotted against its average wind speed in Fig. 6.
Table 2 and Fig. 6 illustrate that there are factors besides
average wind speed that are contributing to the differences in
the average spread rates of these simulated fires. Questions
concerning the possible influence of factors such as gust fre-
quency on spread rates could be posed.

To better understand the connections between the dynamic
wind fields and fire spread rates, the propagation distances
are shown in Figs. 7a, 7b, and 7c¢ for the plot 1 simulations
and in Figs. 7d and 7e for plot 6 simulations. Figures 7a and
7d illustrate the influence of shifting the ignition times by 1
or 2 min(s) earlier or later with respect to the winds for plots
1 and 6, respectively. Figures 76 and 7e illustrate the influen-
ces of fuel breaks on the spread for plots 1 and 6. Figure 7¢
illustrates the influence of temporal resolution of the wind
fields in the simulations of plot 1. In these figures, the time
axis measures relative to the documented ignition time of the
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Fig. 6. Time-averaged spread rates as a function of time-averaged wind speeds during the various simulations for (a) plot 1 and () plot 6.
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respective ICFME plot (16:01 for plot 1, 14:06 for plot 6;
Stocks et al. 2004b).

In Fig. 7, propagation distances are described by the col-
ored curves and the axis on the left of the plots. In Figs. 7a,
7b, and 7c, the magnitude of the winds from south to north
(v component) is shown by the grey lines and the axis on the
right of the plots. For Figs. 7d and 7e, the winds from north
to south (negative v component) is shown by the grey lines
and the axis on the right of the plots. By comparing the fire
propagation of the various fire lines with the wind speeds in
the direction of measured spread, the influence of accelera-
tions or decelerations in the winds on the fire spread rate
can be seen. As might be expected, in general, faster winds
tend to be correlated with steeper sections of the propagation
curves and thus faster spread rates, as the local slope of the
colored curves is the instantaneous (or 1 s average, which is
the frequency of the plotted data) spread rate of the fire.

In each of the propagation curves in Fig. 7, an initial pe-
riod of slow spread can be seen at the base of the curve.
This period is related to the time period when the ignition is
being drawn across the upwind side of the burn plot and the
fire is establishing itself in the vegetation. In the simulations,
it takes between 60 s and 100 s for the fires to begin picking
up speed for all of the curves and seems to be somewhat af-
fected by the magnitude of the velocity component during
this time. It should be noted that the fire line is growing in
length for the first 60 s as it takes the ignition vehicle this
long to traverse the plot. After this ignition period, all of the
simulated fires accelerate, but the overall speed of the result-
ing propagating fire depends on the details of the winds that
drive them.

Comparing the fire propagation patterns with the wind
fluctuations shows that there are periods when all of the si-
mulated fires burning at a given time accelerate or decelerate
in correlation with wind speed increases or decreases, as il-
lustrated in Fig. 7a at 25 s, 200 s, and 375 s (accelerating)
and 330 s and 470 s (decelerating). In other instances, the ac-
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celerations or decelerations of various simulated fires are less
consistent and show different degrees of response to shifts in
the concurrent winds, e.g., at 45 s when P1Early?2 is less af-
fected by the decrease in wind speed than P1Earlyl, at 285 s
when P1Base shows much larger acceleration than P1Delayl,
or at 300 s when P1Delayl accelerates and P1Delay2 nearly
decelerates. This illustrates that in some cases when the wind
changes, the duration of the change, as well as the specific
fire configuration, history of the fire, and position of the fire
on the plot, affects the fire’s ability to react to the wind
shifts. For example, more fully developed or faster moving
fires may be less susceptible to lulls in the wind field or ac-
celerate more slowly in the presence of a gust such as those
seen at 45 s comparing P1Early2 and P1Earlyl or at 270 s
comparing P1Delayl and P1Delay2.

Figure 7a includes the propagation from five simulations
in which the only difference is the ignition time with respect
to the wind field. One of the most obvious impacts of shift-
ing the ignition time is seen in the P1Early2 curve, which il-
lustrates a faster overall spread rate due to the fire’s exposure
to a set of sustained elevated velocities within 1 min after
ignition. These velocities cause an early period of fast fire
growth and intensification, which limits the impact of the ini-
tial portion of the velocity trough that hits a minimum around
125 s. P1Earlyl and P1Base are both ignited during this lull
in the v-component winds but then have the benefit of the
steady rise in wind speed that peaks at nearly 4.5 m-s™!
around 200 s. P1Delayl and P1Delay2 are also exposed to
peak winds of nearly 4.5 m-s~!, but these gusts occcurring
after 240 s oscillate with significant lulls with a higher fre-
quency than the oscillations of gusts prior to 240 s. The lulls
between wind gusts include a brief period when the winds
drop to nearly 1 m-s~! at approximately 390 s, which in par-
ticular causes a significant reduction in spread rate and a de-
layed recovery. This anecdotally supports a preliminary
hypothesis suggesting that the higher frequency gust patterns
occurring after 200 s (on the order of 0.0167 Hz or one pe-
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Fig. 7. Plots of propagation distance measured perpendicular to the ignition lines in FIRETEC simulations of ICFME plot fires: (a) plot 1
fires driven by 5 s wind data using various ignition times with respect to the wind time series; (b) plot 1 fires burning on landscapes with no
fuel breaks using 5 s wind data; (c¢) plot 1 fires driven by averaged wind data using various ignition times with respect to the wind time
series; (d) plot 6 fires driven by 60 s wind data using various ignition times with respect to the wind time series; and (e) plot 6 fires burning
on landscapes with no fuel breaks using 60 s wind data. Grey lines show the interpolated v wind field in the direction of spread. Time series
are measured relative to the documented ignition times.
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riod every 60 s) result in reduced temporal continuity in
spread and a net reduction in spread rate. This notion defi-
nitely requires further investigation through examination of
field observations and subsequent numerical studies.

From the data provided in Table 2 and Figs. 6 and 7, sim-
ilar analysis can be made for P6Base, P6Early2, P6Earlyl,
P6Delayl, and P6Delay2. These plot 6 simulations also sug-
gest that the particular time of ignition affects the overall
spread rate of the fire, as 1 or 2 min early or late ignition
caused —13%, —11%, —5%, and —18% differences in spread
rates as compared with P6Base (percentages for P6Early2,
P6Earlyl, P6Delayl, and P6Delay2, where positive percen-
tages indicate increases in spread rate over the base case).
However, with the exclusion of P6Delay2, the spread rates
have smaller differences then between the various plot 1 sim-
ulations with early and delayed ignition times. Visual obser-
vation of the propagation curves in Fig. 7d reveals much less
variation between the various fires’ spread rates as they move
across the burn plots than is seen in Fig. 7a, potentially due
to the much more limited range of temporal frequencies of
the variations in the plot 6 wind field data.

The implications of 0.2 Hz (5 s) vs. 0.0167 Hz (60 s) fre-
quency wind data must be considered when analyzing the
similarities and differences between the sensitivity of plot 1
and plot 6 to phase correlations between input winds and
ignition times. This consideration also has ramifications
connecting spread rates to wind speeds averaged over the
duration of the burn. To gain more perspective on the
sensitivity of the simulations to the frequency of the winds
or the sampling rate of the data, P1Tavglmin, P1Tavg, and
P1TavglminDelay2 were performed, and the propagation dis-
tances of these simulated fires are illustrated in Fig. 7c.
P1Tavglmin and P1TavglminDelay2 used plot 1 wind data
that were averaged over 1-min intervals, starting at the docu-
mented ignition time and 2 min late, respectively. P1Tavg
used plot 1 wind data that were averaged over 6 min, starting
at the documented ignition time. Average spread rates for
these simulations are shown in Table 2.

Figure 7¢ includes propagation distance curves for P1Base,
P1Tavglmin, and PI1Tavg simulations, as well as P1Delay2
and P1TavglminDelay2 for comparison. By comparing the rel-
atively small differences in P1Base and P1Tavglmin with the
larger differences between P1Delay2 and P1TavglminDelay2,
it is apparent that the impact of temporal averaging of the
original 5 s data (0.2 Hz) over 1-min intervals (0.0167 Hz)
is dependent on the specific time interval of the fires. In the
1-min average wind data, the ~0.015 Hz (~66 s) oscillations
that are seen in the 5 s wind data after 200 s disappear.
The similarity between propagation curves P1Tavglmin and
P1Tavg might suggest that for plot 1 fires, wind oscillations
with time frequencies lower then 1 Hz do not have much
impact on the spread rate. Consideration of the very differ-
ent spread of the 2-min delay simulation to the 2-min delay
with a 1-min filter (0.0167 Hz) data (P1Delay2 and
P1TavglminDelay2, respectively) compared with the fairly
similar P1Base and Pl1Tavglmin illustrates that the impact
of filtering out the subminute fluctuations in the wind field
is likely to be less when the ambient oscillations have dom-
inant oscillation periods larger than a minute. Another way
to consider this comparison is that there is less difference
between the overall spread rates of the 1-min filtered wind
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cases (P1Tavglmin and P1TavglminDelay2) than between
respective simulations with unfiltered winds (P1Base and
P1Delay2).

Likewise, Fig. 7¢ includes propagation curves for P1Tavg.
The comparison of P1Tavg and Pl1Tavglmin with P1Base
curves suggests that the impact of averaging winds to 1 min
versus averaging over the duration of the fire is minimal with
this wind field. However, this is not sufficient to conclude
that averaging over 1 min or 6 min has no consequences.
This practice should be considered with caution because this
similarity could still be dependent on the importance of those
fluctuations with time scales between 1 min and the length of
the burn.

It is important to recognize that the size of the burn plots
or the duration of the experiments plays a critical role in the
variations in spread rates described above. More specifically,
the size of the plots or duration of the experiments should be
compared with the temporal scales of the wind fluctuations
that are passing by the experiment. There are a number of
fluctuations in the wind data that have time scales on the or-
der of 1 to 3 min. It is important to consider the relative size
of these fluctuations compared with the changes in simulated
ignition time (0 to 2 min), as well as the length of time that it
takes these fires to traverse the plots (3 to 5 min). The similar
orders of magnitude of these time scales increases the sensi-
tivity of the spread rate calculations to the timing of the igni-
tion relative to the phase of the wind fluctuation for the
following reasons: (i) a 1- or 2-min delay of the ignition has
the potential for making significant shifts in the time of the
ignition relative to the phase of the wind oscillations; and
(ii) the duration of some of the most significant wind oscilla-
tions suggests that there is only time for a few of these oscil-
lations during the course of an experiment. Therefore, there is
an increase in the significance of correlations between vari-
ous parts of the wind fluctuations and simultaneous fire geo-
metries, amplifying the impact of the changing phase of the
ignition. A larger experiment, or a shift in the frequency of
the winds toward higher frequency fluctuations, might reduce
the sensitivity of these average spread-rate calculations to the
phase of the ignition relative to the wind fluctuations.

Figures 7b and 7e include propagation curves for simula-
tions in which the fuel breaks for plots 1 and 6, respectively,
have been removed from the simulation and the simulated
fires are allowed to spread beyond the bounds of the experi-
mental plots. The results from these simulations suggest sev-
eral important concepts: (i) the presence of the fuel breaks
could influence the spread rates within the bounds of the
plot area; and (ii) the net influence of phase synchronization
between wind and ignition is less when the fuel breaks are
not present, presumably due to the differences in entrainment
induced by the presence of the fuel breaks.

Although this is not an exhaustive set of simulations, or
random, and is certainly not sufficient to generate a probabil-
ity distribution, the variability of these results suggest several
things, including the following: (i) the time of ignition rela-
tive to a particular time in the velocity patterns can be impor-
tant for connecting overall spread rates to wind speeds in
experiments; and (if) if the specifics of the velocity fluctua-
tions at the location of the fire are not known, there is a po-
tential for significant uncertainty in any spread rate versus
wind relationships derived from these experiments. Both the
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frequency of the wind fluctuations during the experiment and
the frequency of the data collection could have an impact on
our ability to connect wind speed to spread rates definitively.
An undocumented delay of ignition or imprecise synchroni-
zation of timing equipment begins to seem important for this
scale of experiment. In addition, experimental designs that al-
ter the fire’s entrainment can potentially enhance (or poten-
tially decrease) the sensitivity of the fire spread rates to the
specifics of fluctuations in the wind.

Theoretically, it is easy enough to synchronize watches;
however, an equally important concern is the implications of
the spatial location of the wind towers relative to the fires.
The issue that initially drove the need for these simulations
was that the tower data were recorded at sites that were
hundreds of metres from the experimental plots. Order-of-
magnitude analysis suggests that if eddies in the wind field
(those associated with the recorded fluctuations) are being
transported at rates between 2 m-s~! and 5 m-s~! (it is impos-
sible to define the precise actual transport velocity, but this
order of magnitude is likely given the tower data), the time
difference for a feature in the wind patterns to move 300 m
is between 150 s and 60 s. If the flow patterns were moving
from the plots towards the tower (ignoring the evolution of
the flow pattern as it moved), then you would expect winds
at the ignition site at the time of the ignition to be correlated
with winds on the order of a minute or two later in the time
series that was measured downwind at the tower. If the flow
were to be moving from the tower to the plot, then you
would expect the winds at the ignition site and ignition time
to be correlated with points a minute or two earlier in the
time series. As it is, the towers are not in line (upwind or
downwind) with the simulated plots and are actually dislo-
cated laterally as well. Therefore, the flow structures that are
advected by the tower are not exactly the same as those car-
ried over the plot. The time series of wind data is still useful
in performing simulations because it suggests the correct na-
ture of the fluctuations in the wind; however, it does not con-
vey exactly where in the time series the ignition should start.
Another consideration is whether the winds measured at the
towers are being affected by the fire itself. If this happens,
the wind data are much more difficult to use in specifying
upwind conditions because somehow the fire’s influence on
the winds must be determined and filtered out. In this case,
as mentioned above, the wind patterns do not suggest that
the fire has a strong effect on the winds at the towers. The
simulation domains do not include the location of the towers,
but the extent of the fire-induced aspects of the wind patterns
in the simulations suggests that the effects of fire entrainment
as far away as the towers would be minimal.

Figures 8 and 9, showing fire perimeters for plot 1 at
300 s (Fig. 8) and plot 6 at 240 s (Fig. 9) after their respec-
tive ignitions, are included to illustrate the difference in fire
perimeter geometry for the various simulations after the fires
have propagated for this amount of time. These figures again
illustrate that there are some differences in the downwind
propagation, but there are also differences in the fire shape
due to the lateral wind fluctuations and modification of the
entrainment. These differences due to the interaction of lat-
eral wind (or east-west component) fluctuations are most
easily recognized by noticing the differences in location of
the head of the fire in the crosswind direction. The propaga-

Can. J. For. Res. Vol. 42, 2012

tion distances reported in Fig. 7 are slightly different than the
perimeters indicated in Figs. 8, 9, 10, and 11 in that a 500 K
temperature threshold was used to mark the forward progress
in Fig. 7, whereas the demarcation of the black to grey in the
other figures is based on the location where approximately
one-third of the initial wet mass of the fuel is depleted. These
two events do not occur at exactly the same time.

Figures 10 and 11 illustrate the burn patterns from the var-
ious plot 1 and plot 6 simulations without fuel breaks. Fig-
ure 10 includes images at 300 s and 480 s after ignition in
the P1NobreaksEarlyl (Figs. 10a and 10b), P1Nobreaks
(Figs. 10c and 10d), and P1NobreaksDelayl (Figs. 10e and
10f). Likewise, Fig. 11 includes images at 240 s and 390 s
after ignition in the P6NobreaksEarlyl (Figs. 11a and 115),
P6Nobreaks (Figs. 11c and 11d), and P6NobreaksDelay1
(Figs. 11e and 11f). In Figs. 10 and 11, the second image as-
sociated with each simulation depicts the influences of dy-
namic shifts in the crosswinds, or u component, of the wind
field through the complex-shaped fire perimeters.

The images in Figs. 10a, 10c, and 10e can be compared
with Figs. 8b, 8c, and 8d because the times are the same,
300 s, and ignitions were synchronized with the wind time
series at the same times. Likewise, Figs. 11a, 11lc¢, and 1le
can be compared with Figs. 95, 9c¢, and 9d, all of which are
shown at 240 s after ignition. The comparison between the
appropriate Fig. 10 and Fig. 8 plots shows that in the case
of the 1 min early and base-time ignition, the downwind
spread distances are comparable, as mentioned in the discus-
sion of Fig. 7b. The comparison of the 1 min late cases also
agrees with the discussion of Fig. 7b above in that the fire
with no breaks has propagated farther at this point. This
might suggest that the fuel breaks make the fire more suscep-
tible to higher frequency gusts due to the reduction in resist-
ance to entrainment. Another observation that can be made is
that in the PlEarlyl and P1Base simulations with fuel
breaks, the fires appear to veer to the west, whereas the fires
with no breaks do not show as much of this tendency. This
difference could also be partially due to the changes in u-
component wind penetration into the canopy in the cases
with fuel breaks.

A comparison between the Fig. 11 and Fig. 9 images re-
veals that the differences in the fire behavior by 240 s be-
tween the simulations with and without fuel breaks is less
noticeable for plot 6. This is true for both magnitude of
spread and shape or direction of spread. It is worth noting
that the crosswind fluctuations in the plot 6 wind field are
even lower in frequency than the streamwise winds discussed
before, whereas the plot 1 crosswind fluctuations have much
higher frequencies than seen in plot 6.

Conclusions

This work includes a series of FIRETEC simulations of
ICEME plots 1 and 6. The selection of simulations for this
manuscript centers around explorations of the implications of
the variability in the wind field for model development,
model validation, and interpretation of wind data. The simu-
lations in this paper used horizontally homogeneous fuel
beds for the various plots based on work published in pre-
vious literature. Careful attention was paid to the geometry
of the plots and layout of the ICFME experimental site to
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Fig. 8. Plot 1 simulations at 300 s: (a) P1Early2; (b) P1Earlyl; (c) P1Base; (d) P1Delayl; (e) P1Delay2; and (f) P1Tavg. The shades of grey
indicate the density of fuel that is still present (black is maximum and white is minimum).

(b)

(d)

capture the impacts of the fuel breaks between the plots.
Although this work focuses on aspects of using the measured
wind data, parallel studies could also be pursued with respect
to other aspects of fire experiments such as fuels data.

A description of results from simulations serving as pre-
liminary explorations or illustrations of the possible sensitiv-
ity of wildland fire experiment results to wind-data collection
and interpretation is included in this work. Although they are
not exhaustive or universal descriptions of the sensitivity,
they provide food for thought and consideration for future ex-
perimental and modeling work.

Simulations described in this text suggest that the there is
some sensitivity of fire behavior and average fire spread
(averaged over the 150 m scales of the ICFME plots) to the
timing of the fire ignition with respect to the wind fluctua-
tions or gusts. In experimental fire scenarios or numerical
fire simulations, it is important to understand the correlations
between the timing of these events or, at a minimum, under-
stand what uncertainties will result if the timing information
is not available.

The results of the simulations suggest that for the scale of
the ICFME plots, the specifics of the wind fluctuations and
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Fig. 9. Plot 6 simulations at 240 s: (a) P6Early2; (b) P6Earlyl; (c) P6Base; (d) P6Delayl; (e) P6Delay2; and (f) P6Tavg. The shades of grey
indicate the density of fuel that is still present (black is maximum and white is minimum).

(b)

their phase relative to the ignition of the experiment can have
noticeable affects on the average spread rates. The synchroni-
zation of specific wind fluctuations with fire events can lead
to variations in average spread rate versus wind speed rela-
tionships and thus influence the parameters used to develop
or validate models.

The rate at which wind data must be collected and re-
corded is not known; therefore simulations were performed
with various levels of temporal averaging to gage the poten-

tial impacts of undersampling wind data. In the included sim-
ulations, averaging the wind data to 0.0167 Hz (60 s) affects
fire-spread rates to varying degrees depending on the specific
phase position of the ignition with respect to the wind fluctu-
ations. The combined series of time-averaged simulations
suggests that there are situations in which 1-min data lead to
different simulation results than data taken at 5 s, and this is
hypothesized to be related to the actual frequency of the
winds.
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Fig. 10. (a) P1NobreaksEarly1 at 300 s, (b) P1NobreaksEarlyl at 480 s, (c) P1Nobreaks at 300 s, (d) P1Nobreaks at 480 s, (e)
P1NobreaksDelay1 at 300 s, and (f) P1NobreaksDelay1 at 480 s. The shades of grey indicate the density of fuel that is still present

(black is maximum and white is minimum).

(a)

(e)

(b)

(d)

(f)

Simulations of fires in scenarios without fuel breaks were
performed to sample possible implications of the experimen-
tal design on fire spread patterns and study impacts of the
experimental design on the sensitivity of the simulated fires
to wind fluctuations. As expected, the fuel breaks impacted
the fire perimeter in both the downwind and lateral directions
and had some influence on the spread rates in some wind

conditions. Interestingly, the presence of the fuel breaks
seems to increase the fire spread rate’s sensitivity to the de-
tails of the wind fluctuations.

In many experimental configurations, it is impractical to
measure the wind immediately upwind of the burn plot. In
some cases, such placement could result in the measurement
of fire-influenced winds as opposed to ambient conditions.
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Fig. 11. (a) P6NobreaksEarly1 at 240 s, (b) P6NobreaksEarly1 at 390 s, (c) P6Nobreaks at 240 s, (d) PoNobreaks at 390 s, (¢) PoNobreaksDelay 1
at 240 s, and (f) P6NobreaksDelayl at 390 s. The shades of grey indicate the density of fuel that is still present (black is maximum and

white is minimum).

(a)

(b)

(c)

(d)

(e)

(f)

When wind data are collected at some significant distance
away from the experimental plot (even 100s of metres), it is
important to consider the implications of this displacement in
terms of the wind data, in particular, wind fluctuations. The
specific effects of the displacement between meteorological
tower and the burn plot will be sensitive to the frequency of

the wind fluctuations, frequency of the wind data, and
strength of the fluctuations. One way to understand the impli-
cations of such displacements is to consider the approximate
size and transport speeds of the turbulent wind structures in
comparison with the distance from the experimental plot, the
size of the plot, and the duration over which the fires traverse
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the plot. Multiple wind data collection sites could be used to
obtain these quantities, but unfortunately, the wind towers
along the sides of the burn plots could not be used for this
purpose due to the fire’s influence on the winds at their loca-
tions.

It is hypothesized that the size of the experimental plot or
duration of the fire over which the data are collected also has
implications for the required frequency of wind data. For
short-duration tests, the implications for not knowing the spe-
cific phase of transient wind patterns can have a larger effect
than for extended long-burning fires in which the specifics of
the high frequency gusts are less important. The decline in the
impact of the correlation of ignition time and short-duration
gusts is related to the decline in the ratio between the pe-
riod of perturbations in the wind time series and the length
of time for the fires to burn (in other words, the increase in
the number of fluctuations occurring during the burning
period).

Through the consideration of some of these issues at the
inception of an experiment, it might be possible to enhance
the value of the data. On the other hand, wildland fire experi-
ments are very costly, complicated, and quite messy by na-
ture. Ideally, measurements would be taken on free-burning
fires; however, limitations on preburn sampling, weather in-
strumentation, and safety issues make such observations very
difficult. The cost of experimental campaigns such as
ICFME, concerns over environmental impacts (both on the
site and downwind), and safety constraints are likely to con-
tinue to limit the frequency of such extensive fire measure-
ment opportunities. There will always be imperfections,
assumptions, approximations, and missing data at some scale
in these types of experiments. Thus, it is equally or more im-
portant that model developers and model validaters consider
the implications of the data-collection methods. It is critical
to understand the assumptions and uncertainties that are in-
herent when incorporating experimental data in analysis and
modeling contexts.

The focus of this work is not on the accuracy of the spe-
cific FIRETEC results as compared with experimental data,
but on the sensitivity of the simulation results to aspects of
wind data collection and the implications for interpretation,
which might otherwise be ignored or at least considered in-
significant. The most significant outcome of this work is to
hopefully incite further discussion regarding design for future
wildfire experiments and the appropriate applications, as-
sumptions, and caveats for the use of experimental data for
validation or calibration of models.
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